Privacy in Big Data psychiatric and behavioural research: A multiple-case study
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A B S T R A C T

In Big Data health research, concerns have risen about privacy and data protection. While the ethical and legal discussion about these issues is ongoing, so is research practice. The aim of this qualitative case study is to gain more insight into how these concerns are currently dealt with in practice. For this multiple-case study, the YOUTH cohort, a longitudinal cohort focusing on psychosocial development, and Big Data Psychiatry, a pilot study in Big Data analytics on psychiatric health data, were selected. A broad range of relevant documents were collected and semi-structured interviews with stakeholders were conducted. Data were coded, studied and divided into themes during an iterative analytical process. Three themes emerged: abandoning anonymisation, reconfiguring participant control, and the search for guidance and expertise. Overall, the findings show that it takes considerable effort to take privacy and data protection norms into account in a Big Data health research initiative, especially when individual participant level data need to be linked or enriched. By embracing the complexity of the law in an early phase, setbacks could be prevented, the existing flexibility within the law could be utilised, and systems or organisations could be designed and constructed to take relevant rules into account. Our paper illustrates that a close collaboration of experts with different backgrounds within the initiative may be necessary to be able to successfully navigate this process.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Big Data is finding its way into health research. Some believe that this will provide unprecedented opportunities for psychiatry (Monteith et al., 2015). A broad range of issues, however, need to be dealt with. One of the key areas of concern in Big Data health research is related to privacy and data protection (Mittelstadt and Floridi, 2016), especially when psychiatric or other sensitive health-related data are collected, re-used, linked and analysed.

The rise of such data-intensive health research initiatives has sparked a lively debate about how the use of data should be governed by principles and rules, especially during the adoption of the General Data Protection Regulation (GDPR) in the EU (Mostert et al., 2016; Ploem et al., 2013; Sethi, 2015). Although this debate on normative issues is ongoing, researchers and other stakeholders already need to deal with challenges related to privacy and data protection on a daily basis. They cannot wait until the normative framework is sufficiently crystallized. They are confronted with a level of normative complexity and uncertainty which could have a negative impact, both on achieving scientific goals and on the protection of relevant rights and interests. In the UK, for example, a study has shown that the confusing nature of the regulatory landscape resulted in a culture of caution and (overly) conservative approaches to data sharing (Sethi and Laurie, 2013).

Against this background, some health research initiatives have attempted to engage with and utilise the potential of Big Data, while at the same time ensuring privacy and data protection. To our knowledge, no qualitative research has been published about how this challenge is dealt with by relevant stakeholders in the specific context of such groundbreaking initiatives. By mapping the relevant challenges faced and solutions sought by those involved in the organisation of such initiatives, valuable lessons can be learned. In this qualitative case study, we analyse two real-world examples of data-intensive psychiatric and/or behavioural research. The study is designed to provide insight into challenges related to privacy and data protection in data-intensive health research, and aims to contribute to a better understanding of how rules and interests can be taken into account in a specific initiative or context.

2. Methods

A qualitative multiple-case study has been conducted. The case study is a commonly used empirical research methodology, which allows the researcher to investigate a phenomenon in depth and within its real-world context (Baxter and Jack, 2008; Yin, 2014). Information
was gathered about the Big Data Psychiatry pilot project (hereafter: BDP) and the YOUth cohort (hereafter: YOUth). This multiple-case study has been evaluated and exempted from further ethical scrutiny by the Research Ethics Committee of the University Medical Center Utrecht. Explicit informed consent has been obtained from all respondents and the management of both initiatives.

2.1. Case selection and background

The cases have been selected because of their approaches to different aspects of Big Data research. BDP employs a Big Data approach to its analytical methods, in particular for aiding in hypothesis generation. In YOUth, another aspect of Big Data is reflected in its comprehensive data collection, which is continuously being supplemented and updated. Although no clear and widely accepted definition of Big Data exists, such innovative ways in which data are analysed or captured are considered to be core building blocks of a Big Data approach (Mayer-Schönberger and Ingelsson, 2018).

The first case, BDP, aims to explore the potential of Big Data analytics in gaining new insights in the complex psychiatric phenotype. The ultimate goal in BDP is to develop a Big Data analytics instrument that will support health care professionals in their daily practice, for instance by predicting the chance of side effects of medication on the basis of individual patient profiles (Scheepers et al., 2018). A relatively limited set of databases, related to a group of psychiatric patients in Utrecht, was used in the pilot phase of BDP. As a proof of concept, the Cross Industry Standard Process for Interactive Data Mining (CRISP-IDM) was performed on these databases. This resulted in a number of hypotheses and findings, including those related to the themes of aggression during hospitalisation and the effects of medication (Menger et al., 2016). Four working groups have been formed in BDP, and one of these working groups is committed to exploring the theme of privacy and confidentiality. This multi-disciplinary working group focuses on how to safeguard the privacy of participants in the pilot phase and the future programme.

The second case, YOUth, is a longitudinal cohort. YOUth aims to explain why some children develop well and others fail to thrive in society by examining how neurocognitive development mediates the influence of biological, child-related and environmental determinants on behavioural development. The cohort study focuses on psychosocial development, ranging from normal development to deviant behaviour and psychiatric disorders. In order to do so, a great variety of health-related data are continuously collected. These data vary from an array of behavioural and cognitive test results to data about environmental, general child and biological factors (including results from EEG and MRI examinations). The YOUth data being collected will also be linked to other data sources for a broad range of future studies, all in the field of behavioural and psychiatric research.

2.2. Data collection

During our data collection phase, both factual information and the views of different stakeholders from the two cases were collected. The factual information includes internal reports of meetings and discussions, research protocols and other documentation, files related to the application for ethical approval, and text on public websites. Our data collection in YOUth took place between February and April 2017, and in BDP between November 2015 and January 2016. The stakeholders were selected on the basis of their variation in backgrounds and involvement in dealing with privacy and data protection related issues related to the cases. Among the stakeholders, the following areas of expertise or backgrounds are represented: management, lead researcher, research staff, privacy and health law, information technology, consultancy, data management, and patient representation. We conducted 14 semi-structured qualitative interviews in total to collect the views of the stakeholders in both cases. The stakeholders were asked questions related to the challenges they experienced regarding privacy and data protection, and how these challenges were dealt with or should be dealt with according to their views.

2.3. Data analysis

After collecting data, our research group developed codes and identified themes. The full transcripts and other relevant collected data were coded using NVivo. Mostert and Koomen coded the gathered data. Mostert and/or Bredenoord read the coded data and checked the codes for consistency. During the process of analysis, the codes were adjusted through constant comparison across the transcripts and other relevant data and through discussion within the research group. After reaching consensus on the coding, the themes mentioned below were identified by analysing the data. All interviews were conducted in Dutch and the quotes in the results section have been translated idiomatically. The results were presented to respondents to be checked for accuracy.

3. Results

During the process of analysis, it became clear that all respondents encountered challenges or issues related to privacy and data protection. After analysis of the interviews and the other information, three main themes emerged: abandoning anonymisation; reconfiguring participant control; and, the search for guidance and expertise.

3.1. Abandoning anonymisation

The first theme concerns the move away from anonymisation as a strategy to prevent the applicability of data protection law. During the first meetings of the working group on privacy and confidentiality in BDP, some of the respondents adjusted their view on what data could be regarded as anonymous. In this phase, the importance of distinguishing between pseudonymous and anonymous data became clear, but the difficulties in making this distinction were also acknowledged:

“(..) the difference between anonymous and pseudonymous data is hard to understand by layman, and it turned out that it is incredibly difficult for jurists to explain what this difference is. Only after this difference has been made clear, you are able to proceed (..).” (R1BDP).

Afterwards, it became clear to all respondents in BDP that irreversible anonymisation according to the standards as set out in the forthcoming GDPR would severely limit the use of data. Another way to proceed had to be found. BDP chose to integrate a Trusted Third Party (TTP) in the data warehouse architecture of BDP. A TTP aims to facilitate the data linkage process on behalf of multiple data holders in a secure way. Only data that are relevant to a certain research question are extracted from local data sources by the TTP. Afterwards, the different personal data sources are linked by the TTP and a unique pseudonym is assigned to the linked data to prevent future data linkage or enrichment on the individual participant level. The TTP was not considered to be a viable solution in YOUth as it would hinder a permanent enrichment of the cohort with external data sources:

“Or a sort of Trusted Third Party, that is always complicated… because than you need to link data for every single research question and that is a barrier to this kind of cohorts. (..) sometimes I just want to enrich my whole dataset (..).” (R1YOUth).

Furthermore, respondents in both cases regarded de-identifying or pseudonymising data as a challenge, especially when it pertained to unstructured or rich data sources, such as open text fields or imaging data. One of the respondents emphasised the difficulties in de-identifying such data as follows:

“Once you start working with big data. (..) you could potentially link data sources to enrich the profile of people in such a way that identification may become very easy. (..). With a limited number of variables you could

already get such unique information that someone could be identified.” (R7BDP).

To deal with the above-mentioned challenges, organisational and technical measures were suggested or implemented in both cases. In YOUTH, a data access committee was being installed to ensure control over which data would be released, under what conditions and to whom. An important task of this committee would be to determine whether data could be shared without a risk of re-identification. This, however, was considered to be a difficult and time-consuming task. A research data platform was being developed in which this process would be partially automated, while promoting reproducibility and transparency. The value of such a platform was described as follows:

“At the moment, we are building a research data platform (...) in which we will combine our expertise to store the data prepared for release and which allows the data manager to easily assess whether a combination of data and variables may lead to re-identification. And the system will (...) prevent that this combination of data will be released, (...) And the second advantage is that you will register everything that is done with the data.” (R12YOUTH).

An alternative to sharing the data itself, mentioned by respondents from both cases, is to only release data analyses. In this way, the data would remain local and only analyses, which would bear no risk of re-identification, would be shared with third parties. Respondents noted that such a system solves many privacy-related problems, but also limits potential data use. One respondent in YOUTH, for instance, suggested that this approach would exclude the permanent enrichment of one cohort with the data from another cohort, because this would require access to the raw data.

3.2. Reconfiguring participant control

The second and most discussed theme concerns the challenge of allowing participants to control the use of their data. In BDP, most respondents agreed that it is important to obtain informed consent from participants for the re-use and linkage of their personal data. At the same time, some of these respondents recognised the disadvantages of this approach, such as a possible lack of inclusion of data from patients who are already underrepresented in health research and the risk of consent bias. In meetings of the working group on privacy and confidentiality in BDP, participants discussed the fact that it is not always required to obtain informed consent for research on personal data, according to Dutch law, and that there could be other ways to allow participants to exercise control. Furthermore, the importance of making participants aware of the use of their psychiatric data was stressed by some of the respondents in BDP, as the following quote illustrates:

“There is something special about psychiatric data. (...) some people may not agree, but a diagnosis is not always in your best interest. (...) it is in particular sensitive data because it is about your mental well-being, your mental state, with all kinds of possibilities and impossibilities in the work sphere. It therefore is, in short, very private and sensitive information. When you will link such data on the individual level, it becomes relevant whether the participant is aware of this.” (R5BDP).

A question raised in both cases was how to obtain informed consent from participants when their personal data would be used for a broad range of purposes and would be linked to other data sources. In YOUTH, multiple respondents described that concerns among the participants arose because they were explicitly asked for consent to request their data from several other databases. These respondents found it hard to eliminate these concerns among their participants related to future data linkages with external data sources.

Another topic of discussion was what should be done to allow participants to control the use of their data in the long-term. In YOUTH, researchers especially struggled with the question whether re-consent should be obtained from children once they reached adulthood. The Research Ethics Committee (REC) recommended actively offering children the possibility of opting-out as soon as they would become legally competent. A suggestion of multiple respondents in BDP was that, in the future, all patients should be enabled to be informed and adjust their preferences in an online environment, such as a patient portal. One of the respondents underlined the importance of utilising digital tools as follows:

“I think that such a tool is a beautiful way to not take away the control from participants. That you will not ask for consent once and open the floodgates. And I think that it is a good way to ensure the trust of people in such a whole project, because that is what it is all about.” (R5BDP).

Other respondents in BPD, however, pointed out that while developments like dynamic informed consent procedures and patient empowerment are laudable, they could also threaten research, mainly because of the risk of (consent) bias. Moreover, some respondents stressed that the availability or accessibility of appropriate tools to implement dynamic consent procedures was lacking.

Interesting in this context is the fact that multiple respondents emphasised that safeguards and measures other than informed consent are just as important when it comes to ensuring the trust of participants and/or the public. The active participation of participants was regarded as an important component of these measures. In both cases, they were still in the phase of exploring ways to implement patient participation in their project. In YOUTH, a parent representative panel was already established and embedded in the organisation. One of the respondents emphasised the importance of such measures as follows:

“Constantly involving them [participants] in what we are doing. Is this possible when you view it from a patient perspective? Is it right? Is there support for doing it this way?” (RBBDP).

Other suggested measures include the clear designation of responsibilities and tasks, implementing accountability and oversight mechanisms, and certification of the security measures taken. A measure that received particular attention in YOUTH was the implementation of policy on the return of clinically relevant incidental findings, after the REC urged YOUTH to elaborate on what to do with this kind of findings.

3.3. The search for guidance and expertise

The third theme concerns the search for guidance and expertise, which was regarded as an issue by the majority of respondents in both cases. Respondents described that they often struggled with uncertainties, mainly about legal norms, when setting up the project or cohort. To deal with uncertainties in the field of privacy and confidentiality, a working group was established in BDP in an early phase. Related to the feedback and advice of this working group, a respondent noted:

“It still really is a matter of pioneering and finding out... It really surprises me that all those members of the privacy group say: you are really front-runners and it is very praiseworthy that you are carefully addressing this. And at the same time, it is by far not good enough. Then I think, wow, if this is the case, then it tells you something about the state of affairs, also in other areas. (...) And we try to be the most virtuous of them all (...). As a result, we literally have been delayed several times.” (R1BDP).

To avoid such delays or other setbacks, some respondents underlined that it is essential to take into account the legal and ethical aspects at the very beginning of the project. The need for collaboration between different areas of expertise, such as legal, security and ICT was also emphasised. Furthermore, many respondents expressed the need for more specific, uniform and up to date guidelines and best practices for data linkage, on the national and/or international level. Some respondents suggested that a national advisory body, where all the needed expertise and guidance is concentrated, would be of great value. In YOUTH, this need for more specific and uniform guidance was
especially focussed on how to obtain consent for future data linkage, as this quote illustrates:

“Well, a dilemma I encounter is that there are or were few good examples, and I still wonder if we are doing it right, how to obtain consent for that linkage. (...) Also because I think that every institution has different requirements and that is what makes it so complicated, because you really want one golden standard for how it should be asked.” (R11YOuth).

Some respondents explained why it was so hard to provide clear and uniform guidance on privacy aspects. A first factor is that care and research are closely related, and that they are getting more and more intertwined. Secondly, respondents pointed out that there are many (upcoming) changes in laws and regulations. In addition, the existing national code of conduct related to the use of personal data in health research was not updated for years. The consequences of these developments, and the intention of the legislative bodies, were understood as follows by one of the respondents:

“It meant that everybody had to guess what the best approach would be. And what we saw is that the legislator perhaps consciously created a grey area to be sure that people would keep thinking and to prevent fixed rules. This means it is not that strange that if you talk to people, who do research or are busy with patient care, that they do not really understand.” (R7BDP).

4. Discussion

By studying the two cases, we aim to provide insight in how challenges related to privacy and data protection are dealt with in real world examples of data-intensive psychiatric and behavioural health research. A first insight is that anonymisation was regarded largely impracticable in both cases, especially when data sources needed to be linked or enriched. Organisational and technical measures have been implemented with the aim of complying with the law and mitigating risks, which most notably resulted in the use of a TTP and the development of a research data platform to access and link data. Secondly, it becomes clear that the search for meaningful and proportionate ways to allow individuals to control and be aware of the use of their data is ongoing. This aspect is considered of great importance by some, especially when it comes to linkage of personal data related to psychiatric disorders. Improvements of the (one-off) broad informed consent procedure are being considered, in particular by means of utilising digital tools to ensure a more ongoing engagement with participants. Thirdly, uncertainty about how to comply with the law is perceived as having negative impact on the initiatives. This uncertainty is mainly attributed by respondents to a lack of easily accessible expertise and guidance, but also to the recent changes in data protection law.

An issue that connects all the described themes and many of the findings is the struggle with legal complexity. Respondents reported a broad range of negative consequences related to legal complexity, such as uncertainty, delays and other setbacks. This critique of the law does not seem to be unique to these cases. Laws that govern the use of data for research, and in particular data protection laws, are often reported to be confusing, open to varying interpretation or burdensome (Sethi and Lauri, 2013; Koops, 2011). However, what needs to be taken into account is that broad or open norms also have advantages. Without open norms, the law would be static and inflexible. This would result in major problems, since the multifaceted and continuously evolving data-intensive health research landscape requires a considerable degree of flexibility. Paradoxically, it has been pointed out that because of the complex regulatory landscape, the existing flexibility within the legal framework to address some of the regulatory hurdles is often overlooked in practice (Sethi and Laurie, 2013).

In the cases, multiple ways forward were suggested that could help mitigating legal complexity. One of these suggestions is the drawing up of context-specific guidelines for data linkage. Currently, some initiatives like BBMRI-ERIC are already working towards official approval under the GDPR of an international code of conduct for personal data processing in health research (BBMRI-ERIC, 2017). Although a context-specific code of conduct could indeed help reduce legal uncertainty, it is unrealistic to expect that this will mitigate the need to deal with legal complexity on the level of the initiative. Open and often fluid norms will remain, and these norms will need to be interpreted and translated into concrete, effective and proportionate rules and measures on the level of each single data initiative.

From the cases, we can learn how this challenge of taking the complex interplay of norms and practical requirements into account could be approached. A first key element of the approach is to identify and address privacy-related issues in an early phase. In BDP, the identification of privacy-related issues has in particular been done by establishing a multi-disciplinary working group on privacy and confidentiality during the beginning of the pilot phase. The meetings of this working group inspired multiple important decisions made and measures taken in BDP, including the move away from anonymisation as the main compliance strategy. Afterwards, discussions within BDP focussed on finding another way to link multiple personal data sources while respecting relevant rules on privacy and data protection. In YOUth, the search for a way to link personal data sources to enrich the cohort in a responsible and effective way also emerged during the start-up phase. This brings us to a second key element of the approach in both cases, which can be labelled as privacy by design. The privacy by design approach is a form of value-sensitive design, which is characterised by the embedding of privacy-enhancing and preserving measures directly into the design and operation of systems, processes and organisations (Cavoukian, 2010). The use of a TTP in BDP and the development of a research data platform in both cases are measures that resemble this approach. Other examples of research data platforms have been described in the literature, with the initiative called DataSHIELD serving as a prime example. The DataSHIELD platform demonstrates how a value-sensitive design approach could contribute to linking and utilising multiple data sources for health research purposes, while respecting relevant rights and values (Budin-Ljasne et al., 2015; Wallace et al., 2014; Wolfsen et al., 2010). Another incentive to embrace a value-sensitive design approach is provided by the GDPR. In the GDPR, a novel legal obligation emerged under the title ‘Data protection by design and by default’. This obligation is subject to high fines and considered to be among the most innovative and ambitious norms of the GDPR (Bygrave, 2017). Nevertheless, it has proven very difficult to encode data protection principles and rules in systems for data processing in health research. The idea of integrating legal norms in information processing systems during the design phase is by some regarded to be “at odds with the dynamic and fluid nature of many legal norms” (Koops and Leenes, 2014). It therefore seems that both the potential and the limits of such value-sensitive design approaches need to be recognised in practice and deserve further study.

Finally, some of the measures taken in the cases illustrate that compliance with the law was not regarded sufficient to guarantee that all relevant rights, interests and values would be taken into account. In YOUth, for instance, the presence of a policy on the return of clinically relevant unsolicited findings was considered to be an essential measure to respect participant’s interests. Another example was the ambition in both cases to involve and engage with participants in a meaningful way, and on an ongoing basis. These (and other) measures go beyond what is required by the law, but may be necessary to meet the expectations of participants and society regarding the conduct and activities in data-intensive health research. What the consequences of a failure to meet these expectations might be is illustrated by the disturbing developments in the care.data program (Carter et al., 2015). It should therefore be prevented that the focus on compliance with the law completely overshadows the protection of other relevant rights and interests and values, just because they are not that well operationalised in the legal system.

This study has some limitations. First of all, only two cases were analysed and a limited number of interviews took place, so that the findings do not necessarily represent the most common or relevant privacy
and data protection issues. However, we do feel that within these two cases a sufficiently complete image was extracted due to the fact that most of the individuals who actually dealt with relevant issues were interviewed and a broad range of available documents were studied.

5. Concluding remarks

Overall, the findings show that it takes considerable effort to take privacy and data protection norms into account in a data-intensive health research initiative, especially when individual level data need to be linked or enriched. By embracing the complexity of the law in the initiative in an early phase, setbacks can be prevented, the existing flexibility within the law can be utilised where appropriate, and systems or organisations can be designed and developed so that they take relevant rules into account. The cases and discussion illustrate that a close collaboration of experts with different backgrounds within the initiative may be necessary to be able to successfully navigate this process.
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