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A brief review is given on recent progress in experimental and theoretical investigations of

the interface between coexisting aqueous phases of biopolymers. The experimental aspects are

introduced using results obtained from a model system consisting of aqueous mixtures of

nongelling gelatin and dextran. The focus is on the interfacial tension and interfacial electric

potential (Donnan potential). These quantities are experimentally accessible and can be shown to

be closely related. VC 2016 American Vacuum Society. [http://dx.doi.org/10.1116/1.4939102]

I. INTRODUCTION

Due to the trend toward biodegradable products, low-

calorie food, and sustainable ingredient sources, there is a

demand for functionalizing fully water-based fluid systems.

Such systems should have the same structure, appearance,

rheology, mouth feel, or nutritional value as nonbiodegrad-

able or high-caloric traditional analogs. Examples are paint,

food emulsions such as mayonnaise, meat, and packing

materials. In many of these cases, microscopic structure has

to be generated and controlled with water as a continuous

matrix. This structure is in some, often complicated, way

related to phase separation between water and one or more

ingredients, or between ingredients with water just acting as

a dielectric, but otherwise inert matrix. This central role of

structure formation, or in other words, phase stability in

water-continuous mixtures, justifies a thorough study of the

properties of the interfaces between phase regions that are

formed by phase separation in aqueous solution of polymers.

A detailed knowledge of these interfaces may be used, e.g.,

for stabilizing fully water-based emulsions, building struc-

tured water-based gels, and using water based emulsions as

biocompatible carriers of pharmaceuticals.

Aqueous solutions containing chemically distinct poly-

mers show phase separation above a certain concentration.

The phase separation for such systems typically takes place

above a few mass percent of each.1–3 Temperature, salt con-

centration, pH, and molecular size may have a strong effect

on this concentration. Salt will affect phase separation in the

case of charged polymers by screening the repulsive interac-

tion between charged polymers.4 The effect of pH will be

such that when polymers are more charged, they phase sepa-

rate less easy. Larger molecular size will stimulate phase

separation due to a reduction in mixing entropy.5

Temperature has mainly an effect when it changes the solu-

bility of polymers. For instance, when proteins unfold due to

heat-induced denaturation, they become less soluble, and

phase separation between water and protein will take place

phase, increasing the effective molecular size and stimulating

separation between protein and other polymers.5,6 In the

case of polysaccharides which are able to form helices,

temperature-induced chain stiffness from helix formation

will enhance phase separation from other polymers.7,8 Both

protein unfolding and helix formation will often lead to gela-

tion of the particular compound. Gelation will arrest the

fluid–fluid phase separation.9,10 Although the gelled state is

often very relevant for applications, no macroscopic interfa-

ces are formed, which are accessible to experimental investi-

gation. Therefore, the experimental data reviewed here are

obtained from fluid phase separating solutions. For the sake of

conciseness, only ternary mixtures (polymer A, polymer B,

and water) will be considered, which show segregative phase

separation, i.e., phase separation leading to two phases each

enriched in one of the two polymers. The alternative, aggrega-

tive phase separation leading to two phases,1,11 one of which is

enriched in both polymers, will not be considered.

Many water soluble polymers of practical or industrial

relevance show phase separation when their solutions are

combined, such as casein, pectin, xanthan, modified cellu-

lose, maltodextrin, modified starches, and nonfood grade

polymers such as poly(ethylene oxide). In general, mixtures

of proteins and polysaccharides tend to phase separate more

readily than mixtures of different proteins or mixtures of dif-

ferent polysaccharides. This is due to the fact that an impor-

tant driving force is the difference in water affinity. Systems

that are in particular suitable for the study of water–water

interfaces and emulsions do not gel, do not contain aggre-

gates or complexes, and form clear phases. In that case, all

turbidity can be ascribed to the existence of phase regions.

Examples of systems which meet these conditions are gela-

tin/pullulan12 gelatin/dextran,13,14 and dextran/PEO.15–18

The gelatin should be nongelling gelatin, e.g., gelatin from

cold water fish. Most experimental examples in this reviewa)Electronic mail: hans.tromp@nizo.com
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are obtained from mixtures of nongelling gelatin and

dextran.

Segregative phase separation will start by the formation

of microstructure [e.g., droplets, Fig. 1(a)] in the spatial dis-

tribution of the two polymers, and eventually result in the

formation of macroscopic phases. In the case of a density

difference between the phases (the general case), the phases

will be layers [see Fig. 1(b)]. Stirring, shaking, or some other

form of shear will break up the phases, leading to a state

which we will call a water-in-water emulsion, because they

contain droplets of one aqueous phase, rich is one polymer,

embedded in a continuous aqueous phase rich in the other

polymer. It will be shown that the entropy of small ions, the

counter ions of the charged polymers involved, and those

ions from added low molar mass salt play a crucial role in

the conditions needed for phase separation and the ensuing

interfacial tension between the phase regions.

II. PHENOMENOLOGY OF WATER-IN-WATER
EMULSIONS

The phase-separated state of solutions of polymers is

characterized by a very low interfacial tension17,19–24 typi-

cally 1 lN/m, i.e., a factor of 104 lower than the interfacial

tension of oil–water interfaces. Therefore, even in the case

of low viscosities of the phases, the rate of growth of phase

regions, set by the ratio c=g (c is the interfacial tension and g
is the viscosity), is slower by about the same factor. The

progress of phase separation into macroscopic phase layers,

such as in Fig. 1(a), is determined by the density difference

between the phases, as well as the viscosities. This density

difference is caused by the difference in water binding of the

two polymers (and to a lesser extent by the difference in

specific density of the polymers) and found25 to be in the

range of 1–10 g/l. For oil and water, the density difference is

typically 100 g/l, so the achievement of full phase separation

under gravity for water–water mixtures may take days

instead of minutes to hours, as is the case for oil–water mix-

tures. In practice, when studying water–water interfaces,

centrifugation is necessary to obtain pure phases without dis-

persed droplets of the other phase.

The density difference of coexistent aqueous phases is, as

mentioned above, related to the difference in water content. It

is therefore a subtle quantity, which can be easily manipulated

by temperature and salt concentration. This is demonstrated in

Fig. 1(c), where fully phase separated gelatin–dextran mix-

tures slightly differing in salt content show opposite relative

densities of the phases. With increasing salt concentration, the

gelatin-rich phase (wetting the glass wall) becomes less dense,

crossing the density of the dextran-rich phase. This matching

point is influenced by pH and temperature.

Due to the low interfacial tension, the structure of water-

in-water emulsions is extremely sensitive to shear.26,27 The

shear, affecting the shape of a droplet, is expected to be com-

parable to the Laplace pressure inside the drop. With a

FIG. 1. Various appearances of aqueous phase-separated nongelling gelatin-dextran solutions of a concentration of 5%–10% of each polymer. (a) and (b)

Macroscopic situation before and after break-up by stirring; (c) close up of a series of salt (NaCl) concentrations, giving rise to a density matching point; (d)

and (e) microscopic views of the system in (a) and (b) after shear and during a shear rate of 7.5 s�1.
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droplet size of 20 lm [see Fig. 1(d)], this pressure is on the

order of 2c/R� 0.1 Pa. The overall viscosities of the systems

shown in Fig. 1 are on the order of 0.01 Pa s. Therefore, a

shear rate on the order of 10 s�1 is sufficient to deform the

structure, as is demonstrated in Fig. 1(e). In general, the pre-

cise response of the structure to shear is not only set by the

interfacial tension, but also by the viscosity ratio of the dis-

persed and continuous phases. At viscosity ratios far from

one, and at phase volume ratios close one, shear and vorticity

banding can be observed.

III. THEORETICAL BACKGROUND

The starting point for the theory of phase separation in

solutions of two polymers (labeled A and B) and the calcu-

lation of the phase diagrams and interfacial tensions is

usually the so called “blob” model,28 which describes a

ternary, semidilute (i.e., with a concentration c above the

overlap concentration c*) polymer solution as if it were a

binary solution. This model assumes that the solvent qual-

ity is “good,” which means that monomers try to avoid

each other. As a consequence, the chains of segments take

the conformation of a self-avoiding random walk. In the

blob model, it is assumed that monomers interact only with

other monomers that are close by. Therefore, by grouping

interacting monomers in a single unit, called blob, the

structure of the polymer is rescaled into a sequence of non-

interacting blobs. The presence of solvent is now absorbed

in the size of a blob. What is left is a binary mixture of

ideal polymers of blobs. The mean field approximation

(when the size of compositional fluctuations in the mixed

state and the interfacial width in the demixed state are not

much larger than a blob size, i.e., far from the critical point

of mixing) of the free energy of mixing F can now be

expressed by the Flory–Huggins equation,5 rescaled on the

blob size29

F

VkBT
¼ 1

n cð Þ3
u

Nb cð Þ log uþ 1� u
Nb cð Þ log 1� uð Þ

�

þ u cð Þu 1� uð Þ þ K

�
; (1)

with the blob size

n cð Þ ¼ 0:43Rg
c

c�

� � �
1�3�

; (2)

the number of blobs per chain

Nb cð Þ ¼ N

n cð Þ3c
; (3)

and the dimensionless interaction strength

u cð Þ ¼ ucrit

c

ccrit

� � v
3��1

¼ 2

Nb;crit

c

ccrit

� � v
3��1

; (4)

(T is the absolute temperature, V is the volume, kB is

Boltzmann’s constant, u is the volume fraction of blobs of

polymer A, Rg the radius of gyration of the polymers in

dilute, nonoverlapping conditions, N the number of mono-

mers per chain, and ucrit the interaction strength at the criti-

cal concentration ccrit). The solvent quality of water for both

polymers is assumed to be good, so �¼ 3/5, and v� 0.22.30

K� 0.024 represents the contribution from the excluded vol-

ume interaction between monomers inside a blob and is in-

dependent of the type of polymer for a good solvent.30 Rg

and N are taken to be the same for polymers A and B. It

should be noted that the factor of 0.43 in Eq. (2) needs care-

ful experimental verification, for instance, by light scatter-

ing, as it has a strong effect on calculated values of

experimentally accessible properties such as interfacial

tension.30

For polymers A and B with unequal values of N, Eq. (1)

can be shown to transform to31

F

VkBT
¼ u

Nb;An3
A

log uþ 1� u

Nb;Bn3
B

log 1� uð Þ

þ x

n3
ef f

u 1� uð Þ þ K

n3
ef f

; (5)

with the dimensionless interaction parameter

x ¼ 1þ
ffiffiffi
a
p� �2

1þ að Þ
c

ccrit

� ��v�1
1�3�

; (6)

(a ¼ NA=NB, the ratio of the degrees of the numbers of

monomers per chain and nef f
�1 ¼ ðnA

�1 þ nB
�1Þ=2). From

Eq. (1) or (5), the phase diagram of mixing can be calculated

by the standard procedure of equating the pressures and

chemical potentials of the coexisting phases.

In the case of one or both of the polymers being charged,

there will, in general, be an unequal distribution of small

ions between the phases. This inhomogeneous distribution of

ions corresponds to a lowering of the ion entropy relative to

that in the mixed state. Polymer charge therefore causes the

free energy of mixing to increase and the tendency to phase

separation to be suppressed.3 The simplest case to study is a

mixture of a charged and a noncharged polymer. Only when

the charged polymer is weakly charged, or in the presence of

a high salt concentration, phase separation will take place.

Full expressions for the change in ion entropy upon phase

separation can be found in Ref. 32. An approximation for the

case in which the concentration of salt is larger than the con-

centration of counter ions, a very common practical situa-

tion, is

DSion

Vkb
� � 1

2
h 1� hð Þ z2 c1 � c2ð Þ2

2cs þ z c1hþ c2 1� hð Þ
	 
 ; (7)

where h is the volume fraction of phase 1 in the total

volume, ci is the concentration of charged polymer in
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phase i, cs is the overall salt concentration, and z in the

number of charges per chain of the charged polymer.

When all small ions are from added salt, there is no

charged polymer, and no effect from phase separation on

the small ion entropy. Some experimental and calculated

phase diagrams are shown in Fig. 2. For the calculations,

Eq. (1) was supplemented with the small ion entropy

approximated by Eq. (7). It may be noted that in the bino-

dals in the experimental phase diagram do no approach a

zero gelatin concentration at overall concentrations. This

effect stems from the polydispersity of the polymers used.

The low molar mass fraction does not fully take part in the

phase separation, giving rise to a significant concentration

of (in this case) dextran in the gelatin-rich phase. It turns

out that the dextran-rich phase contains much less gelatin

at high overall concentration.

When in spite of its unfavorable effect on small ion en-

tropy phase separation takes place, the charged polymer as

well as its associated counter ions is to a given extent con-

fined into one phase. However, due to their vastly different

entropies, the counter ions are much less confined than the

charged polymers. This difference gives rise to an electric

potential difference between the phases, the well-known

Donnan potential,33 commonly found across semipermeable

membranes, of which as water–water interfaces are an exam-

ple. An expression for the Donnan potential in the presence

of sufficient salt can be derived from similar considerations

as for Eq. (7)

wD ffi
kBT

e

z c1 � c2ð Þ
2cs

; (8)

(e is the elementary charge). The Donnan potential arises

due to the need for local charge neutrality in the bulk of

the phases and the difference in concentration of the

charged polymer. This leads to a difference in the concen-

tration of small ions in the two phases. In the composi-

tional profiles across the interface, local charge neutrality

has to be violated resulting in the electric potential differ-

ence. Figure 3 shows some experimental data34 for the

interface between the coexisting dextran- and gelatin-rich

phases. The further the pH is from the isoelectric point of

gelatin (pH 7–8), the higher the absolute value of the

Donnan potential. At the isoelectric point, the Donnan

potential changes sign.

FIG. 2. Representative phase diagrams of mixing (Ref. 32); experimental (left) and calculated using the free energy of mixing [Eq. (1)] combined with small

ion entropy [Eq. (7)]. Reprinted with permission from Vis et al., Macromolecules 48, 2819 (2015). Copyright 2015 American Chemical Society.

FIG. 3. Measurements of the Donnan potential for some pH values as a

function of the difference in the mass fraction of gelatin in the two

phases. Below the isoelectric point (app. pH 7.5), a positive, and at

higher pH a negative potential is found. The lines are linear fits through

the origin, according to Eq. (8). Adapted with permission from Vis

et al., Langmuir 30, 5755 (2014). Copyright 2014 American Chemical

Society.
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IV. INTERFACIAL TENSION

A. Experiment

The interfacial tension of water–water interfaces can be

measured by the spinning drop method20,35,36 by interfacial

deformation using a laser beam,37 from relaxation of

shear23,38 or by recording the shape of the meniscus in equi-

librium.25,39,40 The latter was found to give the most reliable

results and is therefore illustrated here (Fig. 4). In a cuvette,

full phase separation is allowed to take place under gravity

or centrifugation. The resulting shape of the meniscus can be

described by an analytical solution of the force balance

between Laplace pressure, gravitation, and wetting of the

wall.40 The fit of this solution to the experimental shape

gives the capillary length lc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
c=gDq

p
. When the density

difference Dq is known, the interfacial tension can be calcu-

lated. Figure 4 also gives representative experimental results,

from which it can be concluded that the interfacial tension

can be measured in this way over 3 orders of magnitude

(from 0.01 to 10 lN/m).

B. Theory

1. Uncharged systems

The interfacial tension, c, and the interfacial width, d, can

be roughly estimated29 from the adjusted expression by

Helfand and Tagami41 for infinite degree of polymerization

in blends

c ¼ kBT

b2

ffiffiffiffiffiffiffiffiffiffi
vABu

6

r
; (9)

and

d ¼ bffiffiffiffiffiffiffiffiffiffiffiffiffi
6vABu

p ; (10)

with u the volume fraction of polymer in the solution and

vAB the interaction parameter from the Flory–Huggins equa-

tion for blends

F

VkBT
¼ /

NA
loguþ1�/

NB
log 1�/ð ÞþvABu 1�/ð Þ; (11)

where / is the volume fraction of polymer A in the blend.

This approach amounts to assuming that the interaction pa-

rameter decreases proportionally to the “dilution” by solvent.

The excluded volume corresponding to the local repulsion of

chain segments is in that case ignored. vAB is of the order of

10�2–10�3 and b� 1 nm, so c� 6–50 lN/m for u¼ 0.1. The

experimental value is usually lower, because the degree of

polymerization is finite, and because the presence of solvent

in the system imparts compressibility, which allows the sys-

tem to weaken the gradient at the interface by absorbing

excess solvent at the interface. In order to account for the fi-

nite degree of polymerization, excluded volume and com-

pressibility, the expression for the interfacial tension in a

phase separated binary blend, i.e., the excess free energy due

to the presence of an interface

Fex

AkBT
¼ 1

b3

ð
V

dz
u
N

log uþ 1� u
N

log 1� uð Þ
�

þvu 1� uð Þ þ b2 jruj2

24u 1� uð Þ

#
(12)

is modified by using Eq. (1) for the free energy of mixing,

and allowing for gradients not only in composition, but also

in the total concentration c of polymer:29

FIG. 4. Mensicus and the measurement of the corresponding capillary length of coexisting aqueous phases of dextran and nongelling gelatin (left), and repre-

sentative experimental results of the capillary length lc, density differences between the phases and resulting interfacial tension. Adapted from Vis et al.,
Macromolecules 48, 7335 (2015).
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Xex

AkBT
¼
ð
V

dz

u

Nbn
3

log uþ 1� u

Nbn
3

log 1� uð Þ þ u

n3
u 1� uð Þ

þ K

n3
þ j _gj2

24n 1� g2ð Þ þ
�u2j_ej2

24n 1� �ueð Þ2
� lgg� leeþ �p

2
6664

3
7775 ; (13)

(in which gðzÞ � 2uðzÞ � 1, and eðzÞ � ½cðzÞ � �c�=�u�c deriv-

atives to z are indicated by a dot and bulk values, far from

the interface, are indicated by a bar). Use of the grand poten-

tial Xex ¼ Fex–lgg–leeþ pV is convenient because the com-

position of the interface is not fixed. Instead, it is determined

by the chemical potential of the solvent in the bulk. When

the gradients of composition and concentration are assumed

to be uncoupled (exact in symmetrical cases) and the solvent

concentration at the interface is only slightly lower than in

the bulk (i.e., �ueð0Þ � 1), it can be shown that the interfacial

tension can be expressed as the sum of three terms (details

of this calculation can be found in Refs. 29 and 31)

c ¼ c1 1� D1 � �uD2ð Þ ¼ kBT

�n
2

ffiffiffi
�u

6

r
1� D1 � �uD2ð Þ; (14)

with

D1 ¼ 1�
ð�g
0

dg
_g xð Þ

1� g2
; (15)

and

D2¼�
1

8

ð1
�1

dx
� _g xð Þ2

1�g2ð Þþ
1þv

3��1ð Þ g2��g2
� �" #

e xð Þ: (16)

D1 accounts for the finite degree of polymerization, which

facilitates interpenetration of the phases and weakening of

the interfacial compositional gradient. D2 accounts for the

lower polymer concentration at the interface, which also

weakens the interfacial gradient. D2 is predicted to lower the

interfacial tension by as much as 20% relative to the (fic-

tional) case in which the solvent concentration is unaffected

by the presence of the compositional gradient. Quantitative

verification is however not yet available. Such a verification

could be carried out by choosing a pair of noncharged mono-

disperse phase separating polymers with equal degrees of po-

lymerization and Kuhn’s lengths. The latter is necessary

because different values of N or b could lead to a preferential

curvature of the interfaces which are expected to have a

small effect on the interfacial tension.31 Monodispersity is

necessary because the low molar mass fraction may not fully

take part in the phase separation. Moreover, the factor

between the radius of gyration in dilute solution and the

correlation length above the overlap concentration should

be carefully measured by light scattering. For a pair of prop-

erly characterized, monodisperse polymers, the measured

interfacial tension should be consistently lower than a pre-

diction which ignores D2.

2. Charged systems

From Fig. 2, a strong effect of the charge density of the

charged polymer is concluded. This effect is much larger

than the effect of changing the degree of polymerization

within an experimentally useful range (results not shown).

Therefore, polymer charge (modified by added salt)

appears to be the most important variable in the phase sep-

aration behavior of a pair of polymers, one of which is

charged.

The polymer charge enters the free energy of mixing by

way of ion entropy, expressed by Eq. (7) and the separation

of counter ions and charged polymers (i.e., positive and neg-

ative charges) at the interface. The latter gives rise to an

interfacial electric potential. The combination of an interfa-

cial electric potential balanced by entropic counter ions cor-

responds to an electric double layer. The free energy of an

electric double layer is negative42 (relative to the case of

undissociated counter ions) and lowers therefore the interfa-

cial tension of a water–water interface. This negative

contribution to the interfacial tension is a function of the

interfacial potential and the Debye screening length j, and

can be expressed by

Dc ffi � kBTj
16pkB

WD
2; (17)

where kB is the Bjerrum length¼ e2=4pe0erkBT and WD ¼
ewD=kBT the dimensionless Donnan potential.

The effect of interfacial charge on the interfacial tension25

is shown in Fig. 5. For an objective comparison between sys-

tems of different charge densities, the values of interfacial

tensions should be taken at equal tie-line lengths, because

only in that case the distance to the critical point of mixing,

i.e., the “degree of phase separation” is the same. It turns out

that for different charge densities of the charged polymer

(gelatin), the interfacial tensions differ by about a factor of

three. This difference, however, can be fully compensated

for by taking into account that there is a difference in interfa-

cial electric potential, calculated Eq. (17).

V. CONCLUSION AND FURTHER WORK

The interfacial tension of water–water interfaces has been

explored experimentally, as a function of concentration

and polymer charge. The contribution of charge can be

accounted for in a quantitative way. The bare interfacial

tension, however, has not yet been interpreted in terms of the
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shape of the concentration profile, which might be affected

by the presence of a solvent gradient. For the latter, measure-

ments of the profile are necessary. These are not yet avail-

able, but may be provided by neutron reflectometry.

A considerable amount of experimental data43–47 is cur-

rently emerging in the area of manipulation of the water–

water interface, with the aim to stabilize water-in-water

emulsions. It has been shown that particles, in particular,

polystyrene particles43 or inorganic particles such as clay,44

adsorb at the water–water interface. In some cases, stability

is seen due to the Pickering effect. Another approach is by

way of interface gelation or interface coacervation, by

which the stability originates from an increase in interfacial

viscosity due to a higher polymer concentration at the inter-

face. A major hurdle in stabilizing water-in-water emulsions

is the fact that the conditions for adsorption at the water–-

water interface of molecules or particles remain unclear,

although in general interface active compounds are

expected to be marginally soluble in water, suggesting high

molar masses for polymers or relative hydrophobicity for

particles as first guesses for promising characteristics. When

exploring particle adsorption at water–water interfaces,

issues to be addressed are the influence of the ubiquitous

polymer adsorption on the surface of the particles, interfa-

cial crowding of particles giving rise to depletion interac-

tions or interfacial aggregation, and the interaction between

particle charge and interfacial Donnan potentials. These

issues may be the focus of further research on water–water

interfaces.
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